Code biology: A bird’s-eye view
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Biosemiotics is the synthesis of biology and semiotics and its founder,
Thomas Sebeok, was a student and a strong supporter of Charles Peirce,
which explains why biosemiotics has been, since the beginning, a field firm-
ly based on Peircean semiotics and Peircean philosophy.

In the history of biosemiotics, however, there has been a brief period -
between 2004 and 2012 - when a serious attempt was made to build an
‘extended biosemiotics, one that was not confined into the straitjacket of the
Peircean approach. Eventually, however, that attempt was officially rejected
by the majority of the biosemioticians, and the result was that in 2012 a
small group of people broke away from biosemiotics and founded the new
research field of code biology.

The motivations of that break have been described in an article entitled
“From biosemiotics to code biology” (Barbieri 2014) and will not be repeat-
ed here. The validity of that break, on the other hand, has been contested
by Federico Vega in an article entitled “A critique of Barbieri’s code biology
through Rosen’s relational biology: Reconciling Barbieri’s biosemiotics with
Peircean biosemiotics” (Vega 2018). This critique has already been discussed
(Barbieri 2018) and will not be repeated here.

After this brief account of the beginning of code biology, this article will
try to give an overall view of that field and will do so by summarizing the
results obtained in the study of three problems: the first is the origin of the
genetic code; the second is the origin of the other organic codes that exist
in living systems; the third is the idea that there has been a universal neural
code at the origin of mind as there has been a universal genetic code at the
origin of life.

Code biology has proposed novel solutions in all three cases and the pre-
sent article is dedicated to illustrating them, so it is ideally divided into three
parts.
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1.The genetic code
1.1. Two explanations for the genetic code

In Chance and Necessity (1971) Jacques Monod wrote that there are two
alternative explanations for the genetic code. The first is chemical, or more
precisely stereochemical: “.. if a certain codon was ‘chosen’ to represent a
certain amino acid it is because there existed a certain stereochemical affin-
ity between them”. The second is that ... The code’s structure is chemically
arbitrary: the code as we know it today is the result of random choices which
gradually enriched it” (Monod 1971: 135).

Monod declared that the first hypothesis is far more appealing but added
that “the numerous attempts to verify this hypothesis have up to now proved
negative. [...] Pending the unlikely confirmation of this first hypothesis we
are reduced to the second one, displeasing from the methodological view-
point because it does not explain the code universality, and because it does
not provide any model of primitive translation” (Monod 1971: 136).

Ten years later, in Life Itself (1981) Francis Crick wrote that “[...] the
genetic code is as important for biology as Mendeleev’s Periodic Table of the
Elements is for chemistry, but there is an important difference. The Periodic
Table would be the same everywhere in the universe. The genetic code ap-
pears rather arbitrary, or at least partly so. [...] If this appearance of arbitrari-
ness in the genetic code is sustained, we can only conclude that all life on
earth arose from one very primitive population” (Crick 1981: 46-47).

The ‘appearance of arbitrariness’ envisaged by Francis Crick became a
certainty only a few years later, because it was shown that any codon can
be associated with any amino acid (Schimmel 1987; Hou, Schimmel 1988;
Schimmel ef al. 1993) thus proving that there are no deterministic links be-
tween them. It is an experimental fact, in other words, that the genetic code
is made of arbitrary rules, and the idea of descent from a common ancestor
does explain its presence in all living organisms.

One may expect that this put an end to the stereochemical theory, but in
reality it did nothing of the kind. As the history of science has taught us,
when some data are in contrast with an established theory, what happens is
that a protective belt is built around it and it is claimed that the contrast is
only apparent.

In our case the protective argument has been the idea that the genetic
code is arbitrary today, but not at the beginning, when the code first ap-
peared on the primitive Earth. For that event we have no direct evidence
and only two theoretical options: it was either chemical determinism or
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arbitrariness. The first, as Monod underlined, is “far more appealing” where-
as the second is “displeasing from the methodological viewpoint” because it
implies that “the code as we know it today is the result of random choices”

The arbitrariness of the code, in other words, appears to imply that its
evolution is, to all practical purposes, unknowable. This is why the stereo-
chemical theory is still holding the field, despite the fact that “[...] the nu-
merous attempts to verify this hypothesis have up to now proved negative”,
a conclusion that is as valid today as it was in Monod’s times.

A way out of this impasse, however, does exist, because it has been shown
that the arbitrariness of the genetic code does not prevent us from recon-
structing its evolution (Barbieri 2019), and the sections that follow provide
a brief summary of this point.

1.2. The ancestral adaptors

The origin of the genetic code was due, in principle, either to chemical de-
terminism or to arbitrariness. In the case of chemical determinism, any co-
don would have been associated with one and only one amino acid and
there would have been no ambiguity in the code; in the case of arbitrariness,
any codon could have been associated with any number of amino acids and
the first genetic code that appeared on Earth would have been ambiguous.
This means that a sequence of codons was translated some time into a pro-
tein and some other time into a different protein, and the ancestral appara-
tus was inevitably producing statistical proteins. Which in turns means that
the evolution of the code was necessarily a process that reduced its original
ambiguity. But how did it take place?

The rules of the genetic code are realized by adaptors, structures that are
formed by transfer-RNAs and synthetases (more precisely aminoacyl-tRNA
synthetases), the molecules that first activate amino acids with ATP and then
attach them to the transfer-RNAs.

The transfer-RNAs are small molecules (75-90 nucleotides long) with a
basic cloverleaf structure that has been highly conserved in evolution, which
strongly suggests that they descended from a common ancestor. The syn-
thetases belong instead to two distinct superfamilies and descended there-
fore from two ancestors. In both cases, the ancestral transfer-RNAs and the
ancestral synthetases were far fewer and less diversified than their modern
descendants, and this means that in the course of evolution they became
increasingly diversified and increasingly interdependent, until the point was
reached in which any codon was associated with one and only one amino
acid and a non-ambiguous genetic code came into existence.
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This evolution has been illustrated by Jacques Ninio (1982) with a beau-
tiful metaphor. He pointed out that in any hotel, in addition to the familiar
keys that open individual doors, there is a pass-key that opens all doors.
At first, one may think that the pass-key is the most complex of all, but the
truth is exactly the opposite. The pass-key is the simplest because what is
complex in a key is not the ability to open a door but the ability to open one
particular door and not all the others.

Ninio remarked that the transfer-RNAs can be compared to keys that
open individual doors, whereas their common ancestor was like a pass-key
that could open all doors. The evolution of the genetic code, in other words,
was a process of diversification of the transfer-RNAs that steadily increased
their complexity by decreasing the number of amino acids that they could
associate to each codon.

The amino acids are attached to the transfer-RNAs by synthetases that
perform two distinct operations: on one side they recognize a specific amino
acid, and on another side they recognize a specific structure of a transfer-
RNA. The result is that each transfer-RNA gets attached to a specific amino
acid because it contains a region that is recognized only by the synthetase
that is carrying that amino acid. This means that the evolution of the ge-
netic code consisted in two parallel evolutions: one that differentiated the
transfer-RNAs by evolving individual features in each of them, and one that
differentiated the synthetases in such a way that they could recognize those
individual features.

The transfer-RNAs, in other words, evolved in parallel with the syn-
thetases, very much like a set of locks that evolved in parallel with a set of
keys until the point was reached in which any key could fit into one and only
one lock. But why did the adaptors evolve in that way? What were the causes
that induced them to diversify and to acquire unique individual features?

1.3.The ancestral ribosomes

The molecular machines that make proteins, the ribosomes, are made of
ribosomal-RNAs and ribosomal proteins. The ribosomal RNAs are among
the most conserved molecules in evolution (Woese 1987; 2000) and con-
tain regions that have the ability to form peptide bonds (Nitta et al. 1998).
This suggests that the ribosomal-RNAs appeared very early on the primi-
tive Earth and some of them could stick amino acids together in no specific
order and produce statistical proteins (Woese 1965). The first ribosomal
proteins were therefore statistical proteins, but what were their functions?
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A particularly illuminating information has come from the discovery
that ribosomes are formed by the self-assembly of their components and
it has been possible to find out the contribution of individual ribosomal
proteins by studying what happens when the ribosomes are reassembled
without anyone of them in turn. These experiments have shown that the
ribosomal proteins fall into three major categories: some are necessary for
function, others are required for self-assembly, and those of the third group
have a stimulating effect but are fundamentally disposable (Kurland 1970;
Fox 2010).

At first sight there does not seem to be a reason for the presence of dis-
posable proteins, but in reality an explanation does exist. It comes from a
general principle in engineering that Burks (1970) expressed in this way:
“there exists a direct correlation between the size of an automaton - as meas-
ured roughly by number of components — and the accuracy of its function”.
In our case, this principle means that there was an evolutionary advantage
in increasing the number of ribosomal proteins because that was making the
ribosomes more heavy, more resistant to thermal noise and therefore less
prone to errors.

A similar principle accounts for the evolution of an increasing number
of functional ribosomal proteins. Any complex system can improve its ef-
ficiency by increasing the number of controlling operations (Ashby 1962),
and it is probably for this reason that the number of ribosomal proteins with
functional roles did increase in evolution. The same is true for the riboso-
mal proteins involved in self-assembly: by increasing their number it was
possible to produce ribosomes that could reassemble more easily and more
efficiently from their components.

By increasing the number of the ribosomal proteins, in short, it became
possible to reduce the translation errors and to improve the performance of
the ribosomes in protein synthesis, and this does explain why the number
of those proteins did increase in evolution. In effect, the number of ribo-
somal proteins is 57 in Bacteria, 68 in Archaea and 78 in Eukaryota, which
clearly show there has been a tendency to increase their number (Lecompte
et al. 2002). On the other hand, there are 34 ribosomal proteins which are
universally conserved in all organisms and they are probably the ribosomal
proteins that evolved in the primitive systems before the common ancestor
split into Bacteria, Archaea and Eukaryota.

The increase in number of the ribosomal proteins, on the other hand,
was accompanied by a parallel increase in size of the ribosomal RNAs, and
the ancestral ribosomes steadily expanded their dimensions and eventually
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gave origin to enormous machines with molecular weights of over 2 million
in prokaryotes and over 4 million in eukaryotes. But what were the causes of
this evolution?

1.4.The mechanism of ambiguity-reduction

The ancestral systems could only produce statistical proteins and yet life
went on and evolved even in those times. There were two main reasons for
this. The first is that the primary functions were performed by the RNAs
and these molecules were fairly faithfully transmitted from one generation
to the next by molecular copying. The second is that the same protein func-
tions could be implemented by different molecules, and life could continue
even if the proteins of the descendants were slightly different from those
of the progenitors. More precisely, life could continue even if the progeni-
tors transmitted to the descendants the same RNAs and the same families of
statistical proteins. There was however a condition that had to be met: the
statistical proteins of a progenitor could reappear in a descendant only if the
statistical differences between them were not cancelled out by the ambiguity
of the genetic code.

The ancestral systems, in other words, could produce viable descendants
only if the ambiguity of the genetic code was low enough to allow the same
families of statistical proteins to reappear in each generation. This amounts
to saying that the ambiguity of the genetic code could not exceed a prefixed
limit, but within that limit the ancestral systems could go on indefinitely
producing descendants that were statistically similar to the progenitors.

Evolution was bound to favour any improvement in the translation ap-
paratus of the ancestral systems, and we have seen that the translation errors
could be reduced by increasing the number of the ribosomal proteins. This
increase, on the other hand, could be perpetuated only if a higher number
of protein families could reappear in the descendants, and this was pos-
sible only if the ambiguity of the genetic code was reduced. The ambigu-
ity of the code, in turn, could be reduced only by increasing the number
and the diversity of the synthetases that were attaching amino acids to the
transfer-RNAs.

An increase of the ribosomal proteins, in short, was favoured by evolu-
tion because it was reducing the translation errors, but could be achieved
only by reducing the ambiguity of the genetic code, and this in turn could
be achieved only by increasing the number of the synthetase proteins.
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The evolution of the ribosomal proteins and the evolution of the syn-
thetases, in other words, were two interdependent processes and both
were favoured because the first was reducing the translation errors and the
second was reducing the ambiguity of the genetic code (Barbieri 2019).

The synthetases and the ribosomal proteins, in conclusion, evolved in
parallel and the mechanism at the heart of their evolution was a systematic
reduction in the ambiguity of the genetic code, a reduction that went on
until any ambiguity was completely erased. At that point any sequence of
codons was translated into one and only one protein and biological specificity
came into existence.

The above scenario may look entirely speculative, at first, but in reality
it does have consequences that can be tested. It implies, for example, that
the universal ribosomal proteins and the synthetases were the first specific
proteins that appeared in the history of life, and this is in agreement with the
molecular phylogenies (Woese 2000; Fox 2010; Petrov et al. 2015).

What is particularly important, in our case, is that chemical determinism
is no longer a theoretical necessity. The arbitrariness of the genetic code is
an experimental reality but its existence does not prevent us from recon-
structing the evolution of the genetic code.

2.The organic codes

2.1. From the common ancestor to the first cells

The fact that all living organisms contain a virtually universal genetic code
implies that that code evolved in a population of primitive systems that is
known as the common ancestor. The phylogenetic trees, on the other hand,
have shown that all cells belong to three primary kingdoms, Archaea, Bacte-
ria and Eukaryota, and the first cells that appeared on Earth were the first
representatives of these kingdoms (Woese, Fox 1977; Woese et al. 1990;
Woese 2000). The cells share a few universal features in all kingdoms, but
most of their characteristics are unique to each kingdom, which means that
they evolved independently in the descendants of the common ancestor.
They have, in particular, different types of cell membrane, and this gives us
a major evolutionary problem.

The cell membrane is the site of two fundamental processes — the ex-
change of matter and energy with the environment- but it is also the site
of signal transduction, the process that transforms the signals from the en-
vironment (first messengers) into internal signals (second messengers). First
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and second messengers belong to two independent worlds and laboratory
experiments have shown that the same first messenger can activate different
second messengers and that different first messengers can activate the same
second messenger (Alberts et al. 2007) which means that there are no neces-
sary connections between them.

The membrane receptors that implement signal transduction, further-
more, are molecular adaptors that create links between first and second mes-
sengers just as the transfer-RNAs create links between codons and amino
acids. In signal transduction, in short, we find all the essential components
of a code: (a) two independents worlds of molecules (first messengers and
second messengers), (b) a set of adaptors that create a mapping between
them, and (c) the proof that the mapping is arbitrary because its rules can be
changed in many different ways. All of which amounts to saying that signal
transduction is based on signal transduction codes (Barbieri 2003), and we
have the problem of understanding why did they evolve.

The origin of the genetic code was a major turning point in the history of
life, and yet it was not enough to create a modern cell. The reason is that the
descendants of the common ancestor could produce specific proteins but
not specific responses to the environment because they had not yet evolved
an efficient system of interactions with the outside world. They had bio-
logical specificity in protein synthesis, but not in their relationships with the
environment. This suggests that the descendants of the common ancestor
evolved along independent lines and gave origin to distinct types of cells by
combining the universal genetic code with different types of signal-trans-
duction codes (Barbieri 2016).

The genetic code and the signal transduction codes appeared very early
in the history of life and have been highly conserved ever since. In addition
to these foundational codes, however, many other organic codes have been
discovered in living systems. Among them, the sequence codes (Trifonov
1989, 1996, 1999), the sugar code (Gabius 2000, 2009), the splicing codes
(Barbieri 2003; Fu 2004; Wang, Cooper 2007), the histone code (Strahl and
Allis 2000; Turner 2000, 2007; Kithn, Hofmeyr 2014), the compartment codes
(Barbieri 2003), the tubulin code (Verhey, Gaertig 2007; Janke 2014), the
ubiquitin code (Komander, Rape 2012), the molecular codes (Gorlich et al.
2011; Gorlich, Dittrich 2013; Dittrich 2018) and the lamin code (Maraldi
2018). Our next problem, therefore, is to find out the roles that these codes
had in life.
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2.2. Two types of evolution

The reconstruction of the molecular trees of life was first obtained by com-
paring individual molecules in different species (Zuckerkandl, Pauling 1965;
Woese, Fox 1977), but a much more powerful approach became possible
by comparing entire genomes (Snel et al. 2005; Jun at al 2010). One of the
most important results of this extended technology was the discovery that
all modern eukaryotes belong to 5 or 6 major groups that radiated from a
common ancestor (Baldauf 2003; Adl et al. 2005; Keeling et al. 2005).

This tells us that there have been two major events in the evolution of
the cells. The first was the appearance of a population of primitive sys-
tems that evolved the genetic code and has become known as the Last
Universal Common Ancestor (LUCA); the other was the appearance of the
Last Eukaryotic Common Ancestor (LECA) the population from which all
modern eukaryotes have descended.

The universal ancestor appeared around 3.5 billion years ago, whereas
the eukaryotic ancestor arrived two billion years later, around 1.5 billion
years ago (Harold 2014). The crucial point is that throughout that immense-
ly long period the evolution of the cells took place in two completely differ-
ent ways.

The fossil record has revealed the presence of fossilized bacteria in
Precambrian rocks, and has shown that the stromatolites built by cyano-
bacteria two and three billion years ago are virtually identical to those built
by their modern descendants (Barghoorn, Tyler 1965; Knoll 2003). The bac-
teria, in other words, appeared very early in the history of life and have con-
served their complexity (in terms of size, shape and number of components)
ever since. This point has been beautifully illustrated by Nick Lane: .. the
bacteria and archaea have barely changed in 4 billion years of evolution.
There have been massive environmental upheavals in that time. The rise of
oxygen in the air and oceans transformed environmental opportunities, but
the bacteria remained unchanged. Glaciations on a global scale (snowball
earths) must have pushed ecosystems to the brink of collapse, yet bacteria
remained unchanged. [...] Nothing is more conservative than a bacterium”
(Lane 2015: 158).

The eukaryotes, instead, did the opposite. They repeatedly increased the
complexity of their cells and eventually broke the cellular barrier and gave
origin to countless multicellular creatures. This gives us a major problem:
why have the prokaryotes not increased their complexity throughout the
history of life while the eukaryotes have become increasingly more complex?
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An unexpected solution to this problem has come from the discovery
that the eukaryotes evolved many more organic codes than prokaryotes.
This suggests that the prokaryotes did not become more complex because
they did not evolve new organic codes whereas the eukaryotes increased
their complexity because they continued to bring new organic codes into
being (Barbieri 2017).

2.3. Codes and complexity

In prokaryotes there are far less organic codes than in eukaryotes, but can
we explain that experimental fact? A natural explanation does exist, and is
suggested by the fact that the prokaryotes became committed to fast replica-
tion and adopted a drastic streamlining strategy in order to achieve that goal.
Let us illustrate this point with two examples.

In bacteria, the transcription of the genes is immediately followed by
their translation into proteins, but such a fast link could hardly have been
present in the ancestral systems. A direct coupling between transcription
and translation required the abolition of all intermediate steps and could be
achieved only by the descendants of the common ancestor that adopted a
streamlining strategy. The other descendants maintained a physical separa-
tion between transcription and translation and this allowed them to intro-
duce the operations of splicing in between. The prokaryotes, in other words,
could not evolve a splicing code simply because they had abolished the sepa-
ration between transcription and translation that is the very precondition of
splicing.

A second example comes from the histone code. The ancestral DNAs
were negatively charged molecules that inevitably attracted positively
charged ones, but in order to maximize the replication rate it was neces-
sary to remove any interposition of material between genes and signalling
molecules, and this is why the streamlining strategy produced genes with no
protein wrapping around them. Some ancestral systems, however, did not
follow that strategy and continued to carry genes surrounded by positively
charged molecules that eventually evolved into histones. The potential to
evolve the histone code, in other words, survived only in the descendants
of the common ancestor that did not adopt the streamlining strategy of the
bacteria.

We have in this way a solution to the problem of complexity: the cells
that adopted a streamlining strategy lost the potential to evolve new organic
codes and have conserved the same complexity throughout evolution; the
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cells that did not adopt a streamlining strategy maintained the potential to
evolve new organic codes and gave origin to increasingly complex systems
(Barbieri 2017).

Another increase in complexity took place with the origin of multi-
cellular creatures, and here too we find that new levels of complexity were
associated with new organic codes. Among them: the Hox code (Hunt ef al.
1991; Kessel, Gruss 1991), the adhesive code (Redies, Takeichi 1996; Shapiro,
Colman 1999; Faria 2018), the transcriptional codes (Jessell 2000; Marquard,
Pfaff 2001; Ruiz i Altaba et al. 2003), the apoptosis code (Basaiez, Hardwick
2008; Fiillgrabe et al. 2010), the bioelectric code (Tseng, Levin 2013; Levin
2014) and the acoustic codes (Farina, Pieretti 2014; Farina 2018).

The experimental evidence, in conclusion, does suggest that there is a
link between the complexity of the living systems and the number of their
organic codes.

3. The neural codes

3.1. Hints of a universal neural code

There is a large consensus today that mind is a natural phenomenon and
that mental events are caused by brain events. More precisely, it is widely
accepted that mind is made of higher-level brain processes, such as feelings
and instincts, that are caused by lower-level brain processes such as neuron
firings and synaptic connections (Searle 2002). We need therefore to under-
stand how does the brain produce the mind and to this purpose it is useful
to start from what all animals have in common.

There is ample evidence that virtually all animals have the same basic
instincts and feelings. They all have the imperative to survive and to repro-
duce. They all experience hunger and thirst, fear and aggression, and all are
capable of reacting to stimuli such as light, sound, pressure and temperature.
The basic feelings and instincts, in short, are virtually universal in animals,
and this means that they appeared in an ancestral animal population and
have been highly conserved ever since.

The conservation of the basic instincts and feelings, on the other hand,
has been accompanied by an explosive diversification of the brain, a pattern
that has also been observed in the evolution of the cell, where the genetic
code has been highly conserved whereas the apparatus of protein synthesis
has continued to change. In both cases we have a system where virtually eve-
rything is on the move, except a fundamental set of rules, and this strongly
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suggests that a neural code has been highly conserved after its appearance
in a common ancestor. This conclusion is also suggested by comparative
anatomy.

The processes of the brain are set in motion by signals from the sense
organs, but these organs arise from the histological tissues of the body, and
these tissues (epithelial, connective, muscular and nervous tissues) are the
same in all triploblastic animals. All signals that are delivered to the brain, in
other words, are produced by sense organs that arise from a limited number
of universal tissues, and represent therefore a limited number of universal
inputs. The basic feelings and instincts, on the other hand, are found in all
triploblastic animals and represent a limited number of universal outputs.

What we observe, in short, is a universal set of sense organs on one side,
a universal set of animal instincts and feelings on the other side, and a set
of neural processes in between. The most parsimonious explanation is that
the neural processes in between are also a universal set of operations. And
since there is no necessary link between sense organs and instincts or sense
organs and feelings, we conclude that the bridge between them is provided
by the rules of a universal neural code.

The existence of a universal neural code, in other words, is the most par-
simonious explanation of the fact that the basic animal instincts and feelings
have been conserved in evolution. But of course we would like more evi-
dence in support of this conclusion, and there is in fact a variety of research
results that point in that direction.

3.2. A variety of neural codes

The Nobel Prize for Medicine in 2014 was awarded to John O’Keefe, May-
Britt Moser and Edvard Moser for the discovery that the cells of the hippo-
campus use the rules of a unique space code to build an internal map of
the environment (O’Keefe, Burgess 2005; Hafting et al. 2005; Brandon,
Hasselmo 2009).

The existence of a space code in the hippocampus is based on solid ex-
perimental evidence and this is important because the neural codes are
much more difficult to grasp than the organic codes. The difference between
them comes from the fact that organic molecules are space-objects, in the
sense that their properties come from their three-dimensional organization
in space, whereas neural states are time-objects in the sense that they arise
from sequences of neuron firings in time.
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Despite this objective difficulty in the study of the neural codes, a signifi-
cant number of results has already been obtained. It has been discovered,
for example, a neural code for mechanical stimuli (Nicolelis, Ribeiro 2006;
Nicolelis 2011), a neural code for taste (Di Lorenzo 2000; Hallock, Di Lorenzo
2006), a synaptic code for cell-to-cell communication (Hart et al. 1995; Szabo,
Soltesz 2015) and an olfactory code (Grabe, Sachse 2018). The processing of
many neural signals, in other words, takes place according to codified rules,
and our purpose is to figure how they came into being.

The nervous system is made of three types of neurons: (1) the sensory
neurons transmit to the brain the signals produced by the sense organs, (2)
the motor neurons deliver signals from the brain to the motor organs (mus-
cles and glands), and (3) the intermediate neurons provide a bridge between
them. In some cases the sensory neurons are directly connected to the mo-
tor neurons, thus forming a reflex arch, a system that produces a quick stim-
ulus-response effect known as reflex action.

The first nervous systems were probably a collection of reflex arches,
as it is still the case in a few primitive animals, and it is likely that the first
intermediate neurons evolved as an extension of those arches. Once in ex-
istence, however, in addition to transmitting electrical signals they started
processing them and this new function fuelled their evolution into increas-
ingly complex systems. This is because the behaviour of an animal must take
into account a variety of cues from the environment, and to that purpose it
is necessary that a motor organ receives signals from many sense organs and
that a sense organ delivers signals to many motor organs.

The intermediate neurons solved that problem by developing multiple
connections between sensory inputs and motor outputs, but they evolved
in two very different directions. One was the formation of neural networks
that are totally non-conscious and provide a sort of automatic pilot for the
body. The other was the generation of sensitive neural states, the precursors
of instincts and feelings, and it was this second process that started evolving
the neural codes of the conscious brain.

3.3. The revolution of the universal neural code

Instincts and feelings are referred to as first-person experiences because they
are experienced directly, without intermediaries. They make us feel that we
control our body, that we are in charge of its movements, that we live a per-
sonal life. Above all, they are quintessentially private internal states, and this
makes it impossible to share them with other people.
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The goal of science is to produce models of what exists in nature, and
first-person experiences are undoubtedly part of nature, so we need models
that help us to understand them.

Let us take, for example, the case in which a toe is injured. We know that
signals are immediately sent to the brain that processes them and delivers
orders to the motor organs that spring the body into action. Here we have
two distinct players where one (the brain) is the observer and the other (the
injured toe) is the observed. It is the observer that receives signals from the
toe and transforms them into a feeling of pain, but then something extraor-
dinary happens. We do not feel the pain in the brain, where the feeling is
created, but in the toe. Observer and observed have collapsed into one, and
the feeling is displaced to the place that gave origin to the whole neurologi-
cal process.

Something similar takes place when we receive signals from the environ-
ment, for example when we look at a tree. In this case, an image is formed
on the retina and the retina sends signals to the brain. Again, there is a
physical separation between the sender and the receiver of signals, and yet
we do not see an image on the retina, where the visual signals are generated,
nor in the brain, where they are processed. What we see is a tree in the out-
side world. This again is generated by a short-circuit between observer and
observed followed by a displacement of the end result to the place where the
process originated.

This tells us that first-person experiences are nothing elementary and
indivisible. On the contrary, they are the result of complex operations where
highly differentiated cells act in concert to create a physiological short-
circuit between body and brain, between observer and observed, between
senders and receivers of neural signals. That kind of complexity was neces-
sarily the result of an evolutionary process that was set in motion when
feelings and instincts started playing specific roles in animal behaviour, i.e.,
when the universal neural code came into being.

The origin of this code, in other words, set in motion a true biological
revolution, a major transition that transformed the non-conscious brain of
the ancestral animals into the feeling brain of the modern animals. The re-
sult was an absolute novelty: it was the origin of consciousness, the origin
of subjectivity, the origin of first-person experiences, in short, the origin of
mind.

This is the code theory of mind, the idea that there has been a universal
neural code at the origin of mind as there has been a universal genetic code
at the origin of life; it is also the idea that there are neurological processes
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that create short-circuits between brain and body and give origin to first-
person experiences, to the feeling that we are conscious beings and not auto-
matons (Barbieri 2011, 2015).

Conclusion

Today there are two major paradigms in biology. One is the idea that ‘Iife is
chemistry’ or, more precisely, ‘an extremely complex form of chemistry’. The
other is the idea that ‘life is chemistry plus information’, a paradigm based
on the view that hereditary information does not exist in inanimate matter
and is ontologically different from chemistry. The nature of this ontological
difference has been the object of countless debates but a shared conclusion
has never been reached, and this explains why the chemical paradigm and
the information paradigm continue to exist side by side. The discovery of the
genetic code, on the other hand, has brought to light another fundamental
component of the living systems, and this has raised a challenge to both
paradigms.

A code is a set of rules that establish a correspondence between the ob-
jects of two independent worlds, and can be described as a mapping between
signs and meanings. Saying that there is a correspondence between object 1
and object 2, is equivalent to saying that object 1 is the sign of object 2, or
that object 2 is the meaning of object 1. In the Morse code, for example, the
rule that ‘dot-dash’ corresponds to letter A; is equivalent to saying that letter
‘A’ is the meaning of ‘dot-dash’ In the same way, the rule that a codon cor-
responds to a certain amino acid is equivalent to saying that that amino acid
is the organic meaning of that codon.

Meaning, in short, is the inevitable product of a code because there can-
not be codes without meaning (Barbieri 2003). All we need to keep in mind,
is that meaning is a mental entity when the code is between mental ob-
jects, but it is an organic entity when the code is between organic molecules.
Meaning, on the other hand, is ontologically different not only from matter
and energy but also from information, and this tells us that it cannot be ac-
commodated into the two existing paradigms.

The discovery of the genetic code, in other words, suggests that biology
requires a third paradigm, a theoretical framework that can be referred to
as the code paradigm because it states that “life is chemistry, information and
codes”.
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The idea that meaning is a natural entity, ontologically distinct from mat-
ter, energy and information has been proposed more than 30 years ago, in
The Semantic Theory of Evolution (Barbieri 1985) but of course it can be ac-
cepted by the scientific community only if it is proved that the genetic code
is a real code and not a metaphorical entity. Now this proof has finally ar-
rived and we can look forward to a future where biology fully acknowledges
that meaning is a fundamental component of life.

References

Adl, Sina M.; Simpson, Alastair G. B.; Farmer, Mark A.; Andersen, Robert A.;
Anderson, O. Roger; Barta, John R., et al. 2005. The new higher-level classi-
fication of eukaryotes with emphasis on the taxonomy of protists. Journal of
Eukaryotic Microbiology 52: 399-451.

Alberts, Bruce; Johnson, Alexander; Lewis, Julian; Raff, Martin; Roberts, Keith;
Walter, Peter 2007. Molecular Biology of the Cell. 5th ed. New York: Garland.
Ashby, W. Ross 1962. Principles of the self-organizing system. In: Foerster, Heinz
von; Zopf, George W. jr. (eds.), Principles of Self-Organization: Transactions of

the University of Illinois Symposium. London: Pergamon Press, 255-278.

Baldauf, Sandra L. 2003. The deep roots of eukaryotes. Science 300: 1703-1706.

Barbieri, Marcello 1985. The Semantic Theory of Evolution. London: Harwood
Academic Publishers.

Barbieri, Marcello 2003. The Organic Codes: An Introduction to Semantic Biology.
Cambridge: Cambridge University Press.

Barbieri, Marcello 2011. Origin and evolution of the brain. Biosemiotics 4(3):
369-399.

Barbieri, Marcello 2014. From biosemiotics to code biology. Biological Theory 9(2):
239-249.

Barbieri, Marcello 2015. Code Biology: A New Science of Life. Dordrecht: Springer.

Barbieri, Marcello 2016. From the common ancestor to the first cells: the code
theory. Biological Theory 11: 102-112.

Barbieri, Marcello 2017. How did the eukaryotes evolve? Biological Theory 12:
13-26.

Barbieri, Marcello 2018. Code biology, Peircean biosemiotics and Rosen’s relational
biology. Biological Theory 14(1): 21-29.

Barbieri, Marcello 2019. Evolution of the genetic code - the ambiguity-reduction
theory. BioSystems 185: 104024.

Barghoorn, Elso S.; Tyler, Stanley M. 1965. Microorganisms from the Gunflint
Chert. Science 147(3658): 563-577.

Basafiez, Gorka; Hardwick, ]. Marie 2008. Unravelling the Bcl-2 apoptosis code with
a simple model system. PLoS Biol 6(6): e154.

Brandon, Mark P; Hasselmo, Michael E. 2009. Sources of the spatial code within the
hippocampus. Biology Reports 1: 3-7.



88 MARCELLO BARBIERI

Burks, Arthur W. 1970. Essays on Cellular Automata. Urbana: University of Illinois
Press.

Crick, Francis 1981. Life Itself. New York: Simon and Schuster.

Di Lorenzo, Patricia M. 2000. The neural code for taste in the brain stem: Response
profiles. Physiology and Behaviour 69: 87-96.

Dittrich, Peter 2018. Towards measuring the semantic capacity of a physical medi-
um demonstrated with elementary cellular automata. BioSystems 164: 177-185.

Faria, Marcella 2018. Aggregating, polarizing, networking - the evolution of cell
adhesion codes. BioSystems 164: 60-67.

Farina, Almo 2018. Ecoacustic codes and ecological complexity. BioSystems 164:
147-154.

Farina, Almo; Pieretti, Nadia 2014. Acoustic codes in action in a soundscape con-
text. Biosemiotics 7(2): 321-328.

Fox, George E. 2010. Origin and evolution of the ribosome. Cold Spring Harbor
Perspectives in Biology 2: a003483.

Fu, Xiang-Dong 2004. Towards a splicing code. Cell 119: 736-738.

Fiillgrabe, Jens; Hajji, Nabil; Joseph, Baby 2010. Cracking the death code: apoptosis-
related histone modifications. Cell Death and Differentiation 17: 1238-1243.
Gabius, Hans-Joachim 2000. Biological information transfer beyond the genetic

code: The sugar code. Naturwissenschaften 87: 108-121.

Gabius, Hans-Joachim (ed.) 2009. The Sugar Code. Fundamentals of Glycosciences.
Weinheim: Wiley-VHC.

Gorlich, Dennis; Artmann, Stefan; Dittrich, Peter 2011. Cells as semantic systems.
Biochim Biophys Acta 1810(10): 914-923.

Gorlich, Dennis; Dittrich, Peter 2013. Molecular codes in biological and chemical
reaction networks. PLoS ONE, 8(1): e54,694.

Grabe, Veit; Sachse, Silke 2018. Fundamental principles of the olfactory code.
BioSystems 164: 94-101.

Hafting, Torkel; Fyhn, Marianne; Molden, Sturla; Moser, May-Britt; Moser, Edvard
I. 2005. Microstructure of a spatial map in the entorhinal cortex. Nature
436(7052): 801-806.

Hallock, Robert M.; Di Lorenzo, Patricia M. 2006. Temporal coding in the gustatory
system. Neuroscience and Behavioral Reviews 30: 1145-1160.

Harold, Franklin M. 2014. In Search of Cell History: The Evolution of Life’s Building
Blocks. Chicago: The University of Chicago Press.

Hart, Anne C.; Sims, Shannon; Kaplan, Joshua M. 1995. Synaptic code for sensory
modalities revealed by C. elegans GLR-1 glutamate receptor. Nature 378(6552):
82-85.

Hou, Ya-Ming; Schimmel, Paul 1988. A simple structural feature is a major determi-
nant of the identity of a transfer RNA. Nature 333: 140-145.

Hunt, Paul; Whiting, Jenny; Nonchey, Stefan; Sham, Mai-Har; Marshall, Heather;
Graham, Antony; Cook, Martyn; Allemann, Rudolf; Rigby, Peter W. J.; Gulisano,
Massimo; Faiella, Antonio; Boncinelli, Edoardo; Krumlauf, Robb 1991. The
branchial Hox code and its implications for gene regulation, patterning of the
nervous system and head evolution. Development 2: 63-77.



Code biology: A bird's-eye view 89

Janke, Carsten 2014. The tubulin code: Molecular components, readout mecha-
nisms, and functions. Journal of Cell Biology 206(4): 461-472.

Jessell, Thomas M. 2000. Neuronal specification in the spinal cord: Inductive signals
and transcriptional codes. Nature Genetics 1: 20-29.

Jun, Se-Ran; Sims, Gregory E.; Wu, Guohong A.; Kim, Song-Hou 2010. Whole ge-
nome phylogeny of prokaryotes by feature frequency profiles: an alignment-free
method with optimal resolution. Proceedings of the National Academy of Sciences
USA 107: 133-138.

Keeling, Patrick J.; Burger, Gertraud; Durnford, Dion G.; Lang, B. Franz; Lee, Robert
W.; Pearlman, Ronald. E.; Roger, Andrew J.; Gray, Michael W. 2005. The tree of
the eukaryotes. Trends in Ecology and Evolution 20(12): 670-676.

Kessel, Michael; Gruss, Peter 1991. Homeotic transformation of Murine vertebrae
and concomitant alteration of Hox codes induced by retinoic acid. Cell 67:
89-104.

Knoll, Andrew H. 2003. Life on a Young Planet: The First Three Billion Years of
Evolution on Earth. Princeton: Princeton University Press.

Komander, David; Rape, Michael 2012. The ubiquitin code. Annual Review of
Biochemistry 81: 203-229.

Kiihn, Stefan A.; Hofmeyr, Jan-Hendrik S. 2014. Is the “histone code” an organic
code? Biosemiotics 7(2): 203-222.

Kurland, Charles G. 1970. Ribosome structure and function emergent. Science 169:
1171-1177.

Lane, Nick 2015. The Vital Question: Energy, Evolution and the Origins of Complex
Life. New York: W. W. Norton and Company.

Lecompte, Odile; Ripp, Raymond; Thierry, Jean-Claude; Moras, Dino; Poch, Olivier
2002. Comparative analysis of ribosomal proteins in complete genomes: an ex-
ample of reductive evolution at the domain scale. Nucleic acid research 30(24):
5382 -5390.

Levin, Michael 2014. Endogenous bioelectrical networks store non-genetic pattern-
ing information during development and regeneration. Journal of Physiology
592:2295-2305.

Maraldi, Nadir M. 2018. The lamin code. BioSystems 164: 68-75.

Marquardt, Till; Pfaff, Samuel L. 2001. Cracking the transcriptional code for cell
specification in the neural tube. Cell 106: 651-654.

Monod, Jacques 1971. Chance and Necessity. New York: Alfred Knopf. [Original
edition: Monod, Jacques 1970. Le Hasard et la Nécessité. Paris: éditions du Seuil.]

Nicolelis, Miguel 2011. Beyond Boundaries: The New Neuroscience of Connecting
Brains with Machines and How It Will Change Our Lives. New York: Times
Books.

Nicolelis, Miguel; Ribeiro, Sidarta 2006. Seeking the neural code. Scientific American
295:70-77.

Ninio, Jacques 1982. Molecular Approaches to Evolution. London: Pitman books.

Nitta, Itaru; Kamada, Yoshie; Noda, Hiroe; Ueda, Takuya; Watanabe, Kimitsuna
1998. Reconstitution of peptide bond formation. Science 281: 666-669.



90 MARCELLO BARBIERI

O’Keefe, John; Burgess, Neil 2005. Dual phase and rate coding in hippocampal
place cells: theoretical significance and relationship to entorhinal grid cells.
Hippocampus 15: 853-866.

Petrov, Anton S., et al 2015. History of the ribosome and the origin of translation.
Proceedings of the National Academy of Sciences USA 112: 15396-15401.

Redies, Christoph; Takeichi, Masatoshi 1996. Cadherine in the developing central
nervous system: an adhesive code for segmental and functional subdivisions.
Developmental Biology 180: 413-423.

Ruiz i Altaba, Ariel; Nguyén, Van; Palma, Verénica 2003. The emergent design of
the neural tube: prepattern, SHH morphogen and GLI code. Current Opinion in
Genetics & Development 13: 513-521.

Schimmel, Paul 1987. Aminoacyl tRNA synthetases: General scheme of structure-
function relationship in the polypeptides and recognition of tRNAs. Ann Rev
Biochem 56:125-158.

Schimmel, Paul; Giegé, Richard; Moras, Dino; Yokoyama, Shigeyuki 1993. An op-
erational RNA code for amino acids and possible relationship to genetic code.
Proc Natl Acad Sci USA 90: 8763-8768.

Searle, John R. 2002. Consciousness and Language. Cambridge: Cambridge Uni-
versity Press.

Shapiro, Lawrence; Colman, David R. 1999. The diversity of cadherins and implica-
tions for a synaptic adhesive code in the CNS. Neuron 23: 427-430.

Snel, Berend; Huynen, Martijn A.; Dutilh, Bas A. 2005. Genome trees and the na-
ture of genome evolution. Ann Rev Microbiol 59: 191-209.

Strahl, Brian D.; Allis, David 2000. The language of covalent histone modifications.
Nature 403: 41-45.

Szabo, Gergely G.; Soltesz, Ivan 2015. Pass-through code of synaptic integration.
Neuron 87:1124-1126.

Trifonov, Edward N. 1989. The multiple codes of nucleotide sequences. Bulletin of
Mathematical Biology 51: 417-432.

Trifonov, Edward N. 1996. Interfering contexts of regulatory sequence elements.
Cabios 12: 423-429.

Trifonov, Edward N. 1999. Elucidating sequence codes: Three codes for evolution.
Annals of the New York Academy of Sciences 870: 330-338.

Tseng, Ai-Sun; Levin, Michael 2013. Cracking the bioelectric code: Probing endog-
enous ionic controls of pattern formation. Communicative & Integrative Biology
6(1): 1-8.

Turner, Bryan M. 2000. Histone acetylation and an epigenetic code. BioEssays 22:
836-845.

Turner, Bryan M. 2007. Defining an epigenetic code. Nature Cell Biology 9: 2-6.

Vega, Federico 2018. A critique of Barbieri’s code biology through Rosen’s rela-
tional biology: reconciling Barbieri’s biosemiotics with Peircean biosemiotics.
Biological Theory 1-19.

Verhey, Kristen J.; Gaertig, Jacek 2007. The tubulin code. Cell Cycle 6(17): 2152-
2160.

Wang, Guey-Shin; Cooper, Thomas A. 2007. Splicing in disease: disruption of the
splicing code and the decoding machinery. Nature Reviews Genetics 8: 749-761.



Code biology: A bird's-eye view 91

Woese, Carl R. 1965. Order in the genetic code. Proceedings of the National Academy
of Sciences USA 54: 71-75.

Woese, Carl R. 1987. Bacterial evolution. Microbiological Reviews 51(2): 221-271.

Woese, Carl R. 2000. Interpreting the universal phylogenetic tree. Proceedings of the
National Academy of Sciences USA 97: 8392-8396.

Woese, Carl R.; Fox, George E. 1977. Phylogenetic structure of the prokaryotic do-
main: The primary kingdoms. Proceedings of the National Academy of Sciences
USA 74: 5088-5090.

Woese, Carl R.; Kandler, Otto; Wheelis, Mark L. 1990. Towards a natural system of
organisms: Proposal for the domains Archaea, Bacteria and Eukarya. Proceedings
of the National Academy of Sciences USA 87: 4576-4579.

Zuckerkandl, Emile; Pauling, Linus 1965. Molecules as documents of evolutionary
history. Journal of Theoretical Biology 8: 357-366.



